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Summary

Let xi, X2,.. , x„ be a random sample of size n fr m a normal population
having mean [x and variance An estimator T* of has been
developed which is biased and has smallermean-squared error (MSE)

than the usual unbiased estimator T= ^»

Introduction

Let Xi, X2,--; Xn be a random sample of size n from a normal
population having been p. and variance In normal population
the usual unbiased estimator for estimating is

n

Searlsll] proposed an estimator of the population mean, where he
utilized the known coefficient of variation. Such an estimator is
although biased, has smaller mean-squared error than the usual
unbiased estimator x. Singh and Pandey [2] developed estimators of
the population variance of a normal population utilizing known
coefiBcient of variation. Singh, Pandey and Hirano [3] considered a
general population and suggested an estimator of the population
variance a"^ utilizing the known coefficient of kurtosis. In the
present note we have tried to improve the estimator T by utilising
a known value of coefficient of variation. We have considered an
estimator

7\=aiA;Ha2—,

where and aj are unknown scalars and are so determined that the
mean-squared error of Ti is minimum. The estimator thus obtained
is deaotei by 7\*. Obviously is a better estimator than the usual
unbiased estimator T.
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Estimator T *and its properties

The proposed estimator is ri=i*iX^+a3— which involves two

unknown scalars «i and ag. We determine the scalars to minimize
theMSEofTi. We have

a?
MSE(ri) =a^ v(*2J+4'V-)+ ..(I)

The values of and oia which minimize mean-squred error of Tx are

a = n(n+oh

•••(2)
and

^ It /JN
a ] .j, (n+c^f r ^2(n-V+(3-n^ 1 I 11XL C „ n(n-l) i ^a''(h+2n-3)+incV Pi+in'̂ ^ '

where C~=a^lii?.

For normal populations Pi=0 and ^2=3, so from (2) and (3),
we get

njn + C^) " ^4)
CHn + l)iC'+2n)+{.n+C'r ^

and

n{n-l)(C^+2n) .g,
C%n+\){C^+2n) + {n + C^f

Therefore, if we assume the cofiicient of variation to be known, the
proposed estimator i5

'•.* - C•^,+ MC+2nH(n*CV
From expression (i), we obtain

rr*^_ 2CV(C'̂ +2/7) . .Man ; C-(«+I)(C2+2/2)+ («+C^)''

Since r is a special case of Tx with ai=l and a2= —1, the

proposed estimator T* is better than the usual unbiased estimator T.

If ai=—the proposed estimator will become
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The value of M which minimizes the mean-squared error of T2, is

1
M=

2C^ 4C2

n(«—1) I

Since is a sub-class of Ti, the estimator T"* is better than

the estimator and since the unbiased estimator ris a special case
of Ta with M=l, the proposed estimator Tg is better estimator than,
the usual unbiased estimator T.
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